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ABSTRACT

This paper investigates the all important
issue of diagnostic tests, including unit
roots and cointegration, in the tourism
demand modelling literature. The origins of
this study lie in the apparent lack in the
tourism economics literature of detail
concerning the diagnostic test aspect. Study
of this deficiency has suggested that
previous literature on tourism demand
modelling may be divided into two
categories: the pre-1995 and post-1995
studies. It was found that the pre-1995 and
some post-1995 studies have ignored unit
root tests and co-integration and, hence, are
vulnerable to the so-called ‘spurious
regression’ problem. In highlighting the key
diagnostic tests reported by post-1995
studies, this paper contends that there is no
need to report the autoregressive
conditional heteroskedasticity (ARCH) test,
which is applicable only to financial market
analysis where the dependent variable is
return on an asset. More generally,
heteroskedasticity is not seen as a problem
in time-series data. However, the reporting
of a greater than necessary range of
diagnostic tests — some of which do not
have any theoretical justification with
regard to tourism demand analysis — does
not diminish the precision of the results or
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INTRODUCTION

of the literature on tourism demand
modelling (Crouch, 1994a,b; Witt and
Witt, 1995; Lim, 1997a,b). Careful examination
shows that the literature is essentially divided
into two categories. One that has used tradi-
tional econometric techniques in modelling
tourism demand can be broadly categorised as
the pre-1995 literature, whereas the other,
which has used modern econometric tech-
niques, can be categorised as the post-1995 lit-
erature. The specific concern of this paper is
with the unit roots, co-integration and diag-
nostic tests used (or not used) by these two cat-
egories of studies. The justification for this is
embedded in the fact that these tests play a
crucial part in determining the accuracy of
models and results derived from it (see
McAleer, 1994, for a survey).
This paper elucidates the issue of unit roots,
co-integration and the main diagnostic tests
and examines their application in the empiri-

There are a number of excellent reviews
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Table 1. Regression results of the determinants of international tourist expenditures in South Korea. (Source:

Lee et al., 1996, p. 537)

52

Origin country Real per capita income Relative prices R DW

Japan 11.140 (10.922) -3.290 (-7.945) 0.9093 1.6516
USA 6.506 (4.194) 0.8329 1.2689
Hong Kong 3.507 (6.528) 0.9102 1.3299
UK 6.592 (12.839) 0.9301 1.7991
West Germany 6.954 (6.148) 0.8857 1.8560
Philippines 14.317 (4.766) —7.014 (—4.495) 0.6365 1.5987
Canada 13.946 (2.927) 0.6785 1.6460

cal tourism demand literature. It simultane-
ously remarks on the likely implications of
these tests on the results obtained from
tourism demand models.

The rest of the paper is organised as follows.
In the next section, the issue of unit root tests
is analysed, its importance is highlighted and
its use in the tourism demand literature is
investigated. A brief outline of co-integration
and error correction models is provided next,
and tourism demand studies that have applied
co-integration are highlighted. In the subse-
quent sections the various diagnostic tests that
examine the auxiliary assumptions of the
models are briefly elucidated and their appli-
cation in tourism demand studies are exam-
ined. The final section concludes.

UNIT ROOT TESTS

The determination of good models for predic-
tion is an important element in much practical
econometric research. As economic time-series
often display non-stationary characteristics, an
aspect of model determination that must be
addressed in practical work is how to model
the non-stationarity in the data (Philips, 1996,
p- 763). The issue of unit roots was introduced
by Nelson and Plosser (1982) in their path-
breaking paper in which they argued that most
macroeconomic series have unit roots. A series
that has unit roots is also known as a non-
stationary time series (see Appendix). Yule
(1926) suggested that regressions based on
non-stationary series are known as ‘nonsense’
regression. Granger and Newbold (1974)
termed this problem as ‘spurious’ regressions.
They were critical of the specifications of
regression equations in terms of the levels of

Copyright © 2003 John Wiley & Sons, Ltd.

economic time-series. Granger and Newbold
contend that the levels of many economic time-
series are non-stationary; hence, regression
equations based on levels of time-series often
produce high R? and display highly autocorre-
lated residuals (low Durbin-Watson (DW)
statistic); hence, the usual - and F-tests on the
regression parameters may be very misleading
(see Phillips, 1986).

The unit root test is imperative and a funda-
mental first step in econometric modelling.
However, the pre-1995 studies on tourism
demand modelling have ignored unit root
tests, and have failed to differentiate data and
account for error correction terms when it is
I(1). (Post-1995 tourism demand studies have
found tourism demand variables to be I(1),
therefore the variables need to be differenti-
ated.) It follows, then, that upon ignoring the
requirement for stationarity, the parameter
values are unreliable and, in particular, the
standard ¢- and F-tests give misleading results.
Estimation using standard regression tech-
niques, which ignore the non-stationarity of
the data, is flawed (Hausman, 1978; Phillips,
1986).

Tables 1 and 2 below show some results
extracted from tourism demand studies that
have ignored unit root tests. Apart from the
relatively large parameter estimates and ¢-
statistics (particularly with regard to the
income variable) the results also contain a high
adjusted R* and untoward DW statistics —
symptomatic of the ‘nonsense’ or ‘spurious’
regression phenomenon.

Moreover, the results obtained from data-
series in the absence of the unit root test cannot
be construed as long-run parameter estimates.
This is because if only two variables are used,

Int. J. Tourism Res. 5, 369-380 (2003)

Reproduced with permission of the copyright owner. Further reproduction prohibited without permissionyz\w\w.manaraa.con



Tourism Demand Modelling

371

Table 2. Regression results of the determinants of visitor arrivals to
Singapore. (Source: Gunadhi & Boey, 1986, p. 245)

Origin Income Price R DW
World 4.694 (9.360) —0.9176 (-3.92) 0.98 1.35
Australia 5.454 (16.37) 0.98 1.88
UK 7.304 (12.45) 091 1.91
Indonesia 0.8070 (3.77) -1.127 (-22.60) 0.99 1.77

both need to be integrated of the same order.
If the number of variables is greater than two,
the order of integration of the dependent vari-
able cannot be higher than the order of inte-
gration of any of the explanatory variables
(Charemza and Deadman, 1997). (The order of
integration is not a concern if the estimation of
equations utilises the autoregressive distrib-
uted lag (ARDL) method of co-integration
recently developed by Pesaran and Shin
(1995). The ARDL approach to co-integration
does not require knowledge of whether the
variables under consideration are I(1) or I(0).
Put differently, the method avoids the require-
ments of pre-testing of the order of integration,
which is necessary in other co-integration
methods (see Pesaran et al., 1996). For an appli-
cation of the ARDL model to tourism demand,
see Narayan (2004).) Once the integration
properties of the variables are established then
a test for co-integaration (which is discussed in
the next section) is essential for only the pres-
ence of co-integration among variables allows
the estimation of the long-run parameters.

CO-INTEGRATION AND ERROR
CORRECTION MODELS

Error correction models (ECM) are associated
with Sargan (1964), Hendry and Anderson
(1977) and Davidson et al. (1978). The essence
of an ECM is to capture adjustments in a
dependent variable that depend on the extent
to which an explanatory variable deviates from
an equilibrium relationship with the depen-
dent variable (Banerjee ef al., 1993). The ECMs
provide a way of combining both levels and
difference of variables, hence capturing the
dynamics of both short-run (changes) and
long-run (levels) adjustments.

Copyright © 2003 John Wiley & Sons, Ltd.

The notion of co-integration was first intro-
duced by Granger (1981) and Granger and
Weiss (1983). It was further extended and
formalised by Engle and Granger (1987). Co-
integration describes the existence of an
equilibrium or stationary relationship among
two or more time-series, each of which is indi-
vidually non-stationary. The advantage of the
co-integration approach is that it allows inte-
gration of the long-run and short-run relation-
ships between variables within a unified
framework. In addition, the presence of co-
integration rules out the spurious regression
problem. Since the seminal work of Engle and
Granger (1987), research on co-integration
techniques has multiplied, with a focus on
determining the number of linearly inde-
pendent co-integration vectors, or the co-
integrating rank, in a general vector auto-
regressive process. The research on coin-
tegration essentially has taken two routes:
single equation-based tests and systems of
equation-based tests. The former follows the
work of Engle and Granger (1987), Phillips and
Quliaris (1990), and Hansen (1992) and Park
(1990), whereas the latter has roots in the work
of Johansen (1988, 1991), Johansen and Juselius
(1990) and Stock and Watson (1988), amongst
others.

Given that co-integration gained popularity
only in the late 1980s, it is not surprising to
note that none of the tourism demand studies
applied co-integration until the mid-1990s.
However, rather surprisingly, three of the post-
1995 studies have ignored the issue of co-
integration analysis in modelling tourism
demand (see Table 4). Most studies have
applied the Johansen (1988) and Johansen and
Juselius (1990) approach to co-integration
(Kulendran, 1996; Seddighi and Shearing,
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1997; Lathiras and Siriopoulos, 1998;
Kulendran and Wilson, 2000; Lim and
McAleer, 2001; Daniel and Ramos, 2002;
Narayan, 2002, 2003), two have applied the
Engle and Granger (1997) approach to co-inte-
gration (Kim and Song, 1998; Song et al., 2000),
whereas Narayan (2004) has applied the
bounds test approach to co-integration within
an autoregressive distributed lag framework
developed by Pesaran and Shin (1995) and
Pesaran et al. (1996).

It follows, then, that the ignorance of unit
root tests and the absence of co-integration
makes it impossible to place much reliance on
the majority of the pre-1995 empirical studies
on tourism demand modelling, particularly
with respect to policy decisions. Thus, one
needs to apply caution in interpreting these
results. However, it is clear that the parameter
estimates of the price and income variables in
most of the pre-1995 studies have appeared
with the correct sign — consistent with eco-
nomic theory; but the magnitude of the param-
eter estimates and their level of significance are
indeed doubtful.

DIAGNOSTIC TESTS

Although the proliferation of applied empiri-
cal work on the determinants of tourism
demand is welcomed, a common deficiency in
much of the work is the absence of statistical
diagnostic testing. In the common stochastic
specification of econometric models, the error
terms are assumed to be normally distributed
with mean zero, to have constant variance and
to be serially correlated. Diagnostic tests are
used to test these auxiliary assumptions of the
models. A valid statistical model is one with
underlying model assumptions that are not
violated, such that the actual distributions of
common test statistics will not differ from
those expected. If this does not hold, then
inferences will be invalid and estimated elas-
ticities and tests of economic theory will have
no statistical validity. In the light of this, the
econometric literature has attained a general
consensus: that the final econometric model
needs to undergo rigorous statistical checking
in order to ascertain its statistical acceptability.

There are numerous forms and types of
diagnostic tests, each performing a different

Copyright © 2003 John Wiley & Sons, Ltd.
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function. In what follows, these tests are
reviewed, their importance in applied empiri-
cal work on tourism demand is highlighted
and tourism demand studies that have
reported or not reported diagnostic tests are
identified.

THE TOURISM ECONOMICS LITERATURE:
WHAT IS KNOWN REGARDING
DISGNOSTIC TESTS?

Most diagnostic tests in econometric software
programs have been available only since the
1980s (Lim, 1997b). Hence, it is not surprising
that studies before the 1980s have not reported
any diagnostic tests, apart from the Durbin and
Watson (1950) test which checks for first-order
autocorrelation. The DW test is defined as:

n n
DW=Y(&-8.) /Y &
=2 t=1

where & is the residual from the estimated
regression equation. If there is no autocorrela-
tion, the value of the DW statistics should be
approximately 2.

Between 1961 and 79, for instance, only
slightly over 50% of the studies reported DW
test. Most surprisingly, between 1990-2002,
despite the well documented state of diagnos-
tic tests, 31% of the studies failed to report any
of these tests (Table 3).

TESTING FOR AUTOCORRELATION

It is generally accepted that most economic
data consist of time-series and there are often
correlations in model error terms correspond-
ing to successive time periods. This is the
problem of autocorrelation and the reason
might be omitted variables, mis-specification
of the dynamic process, etc. (Autocorrelation
may be caused by the omission of important
variables from the regression model when they
are correlated with the dependent variable, the
inclusion of variables in an incorrect functional
form or inadequately modelled seasonality.
Errors in the independent variables, ignoring
the simultaneous equation system, inaccurate
modelling of dynamic systems, changing re-
gression parameters, heteroskedasticity, tem-
poral aggregation or other transformations of
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Table 3. Diagnostic tests in studies on tourism
demand modelling, 1961-2002. (Source: *Lim,
1997a, Table 6, p. 76; **author’s own research)

Years Only DW Others® None Total
1961-79* 16 0 14 30
1980-89* 25 9 16 50
1990-94* 6 4 10 20
1995-2002** 2 14 2 18
Total 49 27 42 118

*Others include: the Wallis test for fourth-order serial
correlation in the error term; the Breusch-Pagan chi-
square test for heteroskedasticity; Goldfeld—Quandt test
for homoskedastic residuals; the Breusch-Godfrey (this is
the LM test for autocorrelation); the Jarque-Bera nor-
mality test; the Engle test for autoregressive condi-
tional heteroskedasticity; the Ramsey test for omitted-
variables/functional form; the White test for hetero-
skedasticity; and the Chow predictive failure and break-
point tests.

independent variables, such as their deflation
or use of proportions, may also be causes
(Praetz, 1987, p. 129).) Tests for serial correla-
tion are important because tourism demand
model equations are often used for forecasting.
Serial correlation in residuals leads to mis-
specified dynamics, which produce inaccurate
forecasts.

The DW statistic is the most commonly used
to test for detecting the problem of autocorre-
lation in the regression residuals. In the empiri-
cal tourism demand literature, many studies
have reported the DW test statistic. Lim (1997a,
p- 77), in a survey of empirical studies pub-
lished over the period 1961-94, found that
‘where a diagnostic test has been reported, it
has invariably been only the DW statistic’. The
DW test, however, has some limitations; for
instance, it cannot detect higher order auto-
correlation, and it is biased towards 2 when
a lagged dependent variable is used as
an explanatory variable in the model. It is
common in the tourism demand literature to
see the lagged dependent variable (either mea-
sured in terms of tourism numbers or expen-
diture) used as an explanatory variable to
capture the so-called ‘word of mouth effect’.

To remedy these deficiencies, particularly
when a lagged dependent variable is included
in the model, the Lagrange multiplier (LM) test

Copyright © 2003 John Wiley & Sons, Ltd.
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(also known as the Breusch-Godfrey test —
after Godfrey, 1978) is used. The null hypothe-
sis is that there is no autocorrelation; this is
tested against the alternative that there is auto-
correlation. (The calculation of the test is based
on an auxiliary equation of the form,

ét = 06+ﬂ1X1t + ﬁZXZt +.. +ﬁth
+P1E1 + Pa€ia F o F PpEip + s

where X, are explanatory variables, f; are
parameters and & are the lagged residuals
from the estimated regression model. Under
the null hypothesis of no autocorrelation, Hy:
p1=p.=...=p,=0.) Hence, it is imperative to
report the LM test statistic, which, although
absent in the pre-1995 studies, also has been
ignored by some post-1995 studies (Vogt and
Wittayakorn, 1998; Vanegas and Croes, 2000).

TESTING FOR NORMALITY

The normality test is known as the Jarque and
Bera (J-B) (1980) test. The null hypothesis of
normally distributed residuals is tested against
the alternative that the residuals are not nor-
mally distributed. The test statistic is com-
puted as:

: —Nl(iié3/63]2
LM 6\ N & :

1(1Y ’
AR Py
+24(N§8,/6 3)

where N is the number of observations. The
above equation is a weighted average of the
squared sample movements corresponding to
skewness and excess kurtosis, respectively.
Under the null hypothesis, it is asymptotically
distributed as a chi-squared with two degrees
of freedom; see Godfrey (1988, pp. 143-145) for
more details.

If the regression residuals are not normally
distributed, the ¢ and F statistics are invalid,
particularly in small samples. For this reason,
the J-B test is essential. In the pre-1995 litera-
ture the J-B test is absent, however, many post-
1995 studies also have ignored this important
test (including Lee et al., 1996; Kulendran and
King, 1997; Vanegas and Croes, 2000; Lim and
McAleer, 2001; see Table 4).
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TESTING FOR MIS-SPECIFICATION

The Ramsey (1969) regression specification
error test (RESET) test is designed to test for
model mis-specification owing to either the
omission of important explanatory variables or
incorrect choice of functional form. The null
hypothesis is that the model is correctly speci-
fied, but there is no specific alternative hypoth-
esis. The first stage of the system-wise RESET
test is performed by calculating the least
squares’ predictions from the primary regres-
sion (Equation 1), Y; = (X(X’X)"'X")Y. These
predictions are then used in the following aux-
iliary regression, Y; = X;B + Yi®} + Yi® +. .. +
Yi*'®% + &, The RESET test is now performed
by testing the hypothesis that ®=...=®%¥=0
(for more details, see Godfrey, 1988, pp.
106-107).

This means that in the event the null hypoth-
esis is rejected, it indicates that the model
is incorrectly specified (Ramsey, 1974; and
Ramsey and Schmidt, 1976). Although the
RESET test is non-existent in the pre-1995
research on tourism demand modelling, some
post-1995 studies also have not reported this
test (including Lee et al., 1996; Kulendran and
King, 1997, Vogt and Wittayakorn, 1998;
Vanegas and Croes, 2000; see Table 4). Those
studies that have performed the RESET test
indicated the acceptance of the null hypo-
thesis, implying that the model is correctly
specified (Kulendran, 1996; Lathiras and
Siriopoulos, 1998; Kulendran and Witt, 2001).

TESTING FOR STRUCTURAL INSTABILITY

There is a general consensus within the econo-
metrics literature that in order for an econo-
metric model to produce accurate forecasts, the
structure of the model should be constant over
time. Put differently, the values of the param-
eters of the model should be the same for both
the sample and the forecasting periods. There
are essentially three methods of carrying out
the structural stability test. The most com-
monly used is the Chow (1960) parameter con-
stancy test (or breakpoint test)

FCHOW = (SSRO - SSR1 - SSR2 )/k/
(SSR1 + SSR2 )/(1’11 +n, — 2k)
Copyright © 2003 John Wiley & Sons, Ltd.
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where SSR; is the residual sum of squares for
the whole sample period, SSR; and SSR; are the
residual sums of squares for the two subsam-
ples, and n; and n, are the number of observa-
tions in the first and second subsamples,
respectively. If the calculated F statistic is
larger than the critical value, the null hypoth-
esis of parameter constancy between the two
subsample periods is rejected (Chow, 1960).

This test examines whether there is a statis-
tically significant difference between the ordi-
nary least squares regression residuals from
the two subsamples. The null hypothesis is
parameter constancy between the two sub-
sample periods. In performing this test, the
breakpoint is assumed to be known.

Second, is the Chow predictive failure test,
also originating from Chow’s (1960) seminal
contribution

Feviow = (SSRO - SSRl)/nZ /SSRl/(nl - k)

where SSR; is the residual sum of squares for
the whole sample period, SSR; and SSR; are the
residual sums of squares for the two subsam-
ples, and n; and n, are the number of observa-
tions in the first and second subsamples,
respectively. If the calculated F statistic is
larger than the critical value, the null hypo-
thesis of structural stability between the two
subsamples is rejected. The key difference
between this and the parameter constancy test
is that the former does not involve estimating
the regression for the second subsample (for
details, see Song and Witt, 2000, p. 39).

Third is the recursive least squares proce-
dure, which gained popularity owing to the
apparent shortcoming of the Chow tests — for
which one needs to know exactly the point at
which the structural break takes place. This is
unrealistic because the change in structure
may evolve gradually over time and not
rapidly. In such situations the Chow tests are
not appropriate; hence, the recursive least
square procedure is seen as a good alternative.

The recursive least square technique is used
to examine the stability of the regression coef-
ficients using the cumulative sum (CUSUM)
and cumulative sum of squares (CUSUMSQ)
of the recursive residual tests for structural sta-
bility (Brown et al., 1975). The CUSUM test
is useful for detecting systematic changes in
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the regression coefficients, whereas the
CUSUMSQ test is useful in situations where
the departures from the constancy of the
regression coefficients is rather abrupt and
sudden. The null hypothesis is that the coeffi-
cient vector is the same in every period,
whereas the alternative is simply that it is not.

There are some post-1995 studies on tourism
demand modelling (Kulendran, 1996; Kim and
Song, 1998; Lathiras and Siriopoulos, 1998;
Song et al., 2000; Kulendran and Witt, 2001;
Lim and McAleer, 2001) that test for structural
stability, but none of the pre-1995 studies have
reported the Chow tests. On the other hand,
only a few studies (Seddighi and Shearing,
1997; Lathiras and Siriopoulos, 1998; Payne
and Mervar, 2002) have reported the recursive
least squares test for structural stability. Given
the importance of structural stability tests, it is
imperative that they be given priority if one is
to construct accurate econometric models.

TESTING FOR HETEROSKEDASTICITY

Researchers have observed that heteroske-
dasticity is usually found in cross-sectional
data and not in time-series data (Engle and
Bollerslev, 1986; Gujarati, 1992). With respect to
the autoregressive conditional heteroskedas-
ticity (ARCH) test, Engle (2001, p. 158) noted:
‘The ARCH models are used in financial appli-
cations where the dependent variable is the
return on an asset or protfolio and the variance
of the return represents the risk level of those
returns’. (According to Engle (2001, p. 158), the
goal of such models is to provide a volatility
measure — like a standard deviation — that
can be used in financial decisions concerning
risk analysis, portfolio selection and derivative
pricing.)

It should be noted that the bulk of the em-
pirical research on tourism demand has
involved times-series data where the depen-
dent variable generally has been either tourist
arrivals or tourist expenditure. (With the
exception of Mak et al. (1977) and Yavas and
Bilgin (1996), cross sectional data, and Romilly
et al. (1998), Carey (1991) and Jud and Joseph
(1974), panel data.) Against this background,
there is little justification, if any, for the impor-
tance of ARCH tests in tourism demand mod-
elling. In spite of poor theoretical justification

Copyright © 2003 John Wiley & Sons, Ltd.
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for the use of ARCH, some of the post-1995
studies on tourism demand modelling have
reported the test (Kulendran, 1996; Kim and
Song, 1998; Song et al., 2000). An examination
of the studies that have reported the ARCH
test reveals that except for Song et al. (2000)
none of the other studies have found any prob-
lems with the ARCH test. Song et al. (2000),
who estimated UK demand for tourism to 12
destinations found that two out of the 12
models had problems with the ARCH test. It is
not clear whether the use of the Engle and
Granger (1987) approach, as applied by Song
et al. (2000), to co-integration is responsible for
this untoward result. The limitations of the
Engle and Granger (1987) approach in small
sample sizes and particularly when more than
one explanatory variable is used are well
documented (see Pattichis, 1999).

There are two other types of tests for het-
eroskedasticity.

(1) One is the Goldfeld and Quandt (1965) test;
the underlying null hypothesis is that the
residuals are homoskedastic. This is tested
against the alternative that the variance of
the residuals increases as the value of one
of the explanatory variables increases. The
test examines whether there is hetero-
skedasticity in the residuals. The Goldfeld-
Quandt (1965) test statistic is based on the
ratio: X&/X& is distributed as central
F@ryr), r=m - ¢)/2 — k, if the errors are
homoskedastic. If there are no hetero-
skedasticity in the residuals, the calcu-
lated F-statistic should not exceed the
critical value at the appropriate level of
significance.

(2) The other is the White (1980) test; it tests
whether the residual has constant variance
or not. The null hypothesis is that there is
no heteroskedasticity. Say we have a multi-
ple regression model with two explanatory
variables. In order to test whether the resid-
ual & has constant variance or not, the fol-
lowing auxiliary equation is estimated & =
Bo + BiXa: + BoXo: + ﬁ3X%t + ﬁ4X%t + BsXiXor +
L, where g is the estimated residual from
the initial equation and is regressed against
all its explanatory variables together with
their squares and cross-products. The test
statistic is equal to nR?, where R” is obtained
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from the estimation of the initial equation.
The statistic has a )° distribution, with
degrees of freedom equal to the number of
regressors excluding the intercept.

Numerous post-1995 studies have reported
these tests (including Kim and Song, 1998;
Song et al., 2000; Lim and McAleer, 2001). It
should be noted that none of the studies
reviewed here found any problems with
respect to the White (1980) test. Although
clearly there is little, if any, reason to suspect
heteroskedasticity in time-series data used in
tourism demand modelling, reporting these
tests does not influence or distort either the
results or the model.

CONCLUSION

This paper follows on from a number of excel-
lent reviews of the empirical tourism demand
modelling literature. There is an apparent lack
of analysis of the unit root, co-integration and
diagnostic test aspects; these are regarded as
being crucial to the precision of econometric
models and results. Given the plethora of
econometric based research on tourism
demand, there is an urgent need to look into
this issue, as has been done here for the first
time.

Based on previous surveys of tourism
demand literature, this study classified the
research into two categories: the pre-1995
research, which used traditional econometric
techniques, and the post-1995 research, based
on modern econometric modelling techniques.

The paper highlighted that, apart from the
Durbin-Watson (1950) test, the pre-1995 and
some of the post-1995 literature on tourism
demand modelling have ignored the unit root
and diagnostic tests. Similarly, there has been
an absence of tests for co-integration. As a
corollary, there are indications of the so-called
‘spurious regression’ problem, casting doubt
on the precision of results and the overall
validity of tourism demand models. Some
studies have also not accounted for (i) auto-
correlation when a lagged dependent variable
is used as an explanatory variable, (ii) model
specification, (iii) normality and (iv) structural
stability. On the other hand, some of the post-
1995 literature has reported all the key diag-
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nostic tests, including heteroskedasticity
which the econometric literature regards as not
as important in time-series data except in the
case of financial market analysis, and cross-
section data. Put differently, the widely
reported ARCH test in tourism demand
models has little relevance as it pertains
mainly to describing conditional variances of
asset price fluctuations, and in modelling asso-
ciated time-varying risk premia. The ARCH
test, together with the inclusion of other forms
of heteroskedasticity test, such as the White
(1980) and the Goldfeld and Quandt (1965)
tests, however, does not diminish the accuracy
of the results, but this is an issue that future
studies should take into consideration when
reporting diagnostic tests.

In summary, the improved econometric
techniques applied in most of the post-1995 lit-
erature have produced a higher degree of reli-
ability than those studies that have ignored,
particularly, the unit root and co-integration
tests. Hence, the tourism demand literature
must be viewed with caution, a view conso-
nant with that of Witt and Witt (1995) and Lim
(1997a).
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APPENDIX

Several tests for a unit root(s) in a single time-
series are available (e.g. Fuller, 1976; Dickey
and Fuller, 1979, 1981; Phillips, 1987; Phillips
and Perron, 1988; Pantula, 1989). The most
commonly used test is that of Dickey and
Fuller (1979) —known as the Augumented
Dickey-Fuller (ADF) test — taking the follow-
ing form

r-1
Ay, =g + AT + By + DAY, + &
i=4

the ADF auxiliary regression tests for a unit
root in y; T denotes the deterministic time
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trend (many researchers include T in the test
regression to allow for a deterministic trend
under the alternative hypothesis); Ay,_; are the
lagged first differences to accommodate serial
correlation in the errors, g; and o, A,  and ¢
are the parameters to be estimated. Often the
time trend is included in the auxiliary regres-
sion equation if the reported ADF t-statistics,
with and without a deterministic trend, are
substantially different from each other. The
null hypothesis is that f=0 and the alternative
hypothesis is that 8 < 0. Appropriate number
of lags can be selected for the dependent vari-
able based on the Akaike information criterion
(AIC).
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